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SUMMARY A high speed 3D shape reconstruction method
with multiple video cameras and multiple computers on LAN is
presented. The video cameras are set to surround the real 3D
space where people exist. Reconstructed 3D space is displayed in
voxel format and users can see the space from any viewpoint with
a VR viewer. We implemented a prototype system that can work
out the 3D reconstruction with the speed of 10.55fps in 313ms
delay.
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1. Introduction

With improvement in processing speed of computers
and with increase of network bandwidth, it may come
true to synchronize a virtual space in computers with
a real 3D space[l]. Our final goal is to construct a
real-time virtual space which displays human activities
in a certain real space by using multiple computers dis-
tributed on LAN. Once the virtual space is constructed,
anyone outside the real space can observe the human
activities in the real space from any viewpoint. To syn-
chronize the virtual space with the real space, shape of
the real space should be reconstructed in realtime at
first.

Slit light projection methods and structured light
projection methods achieve real-time 3D shape recon-
struction, but these methods require active sensing[2]
which may limit human activities in the real space. On
the contrary, passive vision based approaches[3] do not
affect the activities. Stereo vision methods achieve real-
time 3D reconstruction. However, they cannot recon-
struct backside shapes that cannot be seen by stereo
cameras. So it is not available to provide VR data,
which are viewed from various virtual viewpoints. In
this sense, the cameras have to be placed so as to sur-
round the real space. Realistic 3D reconstruction meth-
ods[4][5] based on the stereo vision have been proposed
which use over ten cameras, but that need certain pe-
riod to reconstruct one scene and are not suitable for
real-time applications.

Multi-camera based 3D reconstruction methods
have been proposed with voxel representation. The fun-
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damental idea was shown in [6] with orthogonal projec-
tion. Then perspective projection based methods were
proposed[7][8]. They determine the shape of one object
by intersecting conic volumes which are defined by the
focal point of the cameras and silhouettes of the object
on their image planes.

The main problem of 3D reconstruction with such
camera surrounding layout is a large amount of cal-
culation time because of many images for taking one
scene. Relating to 3D reconstruction of solid objects,
an octree based approach[9] succeeded in reducing the
calculation by realizing fast inclusion testing of octree
nodes on the silhouette. A computational geometric ap-
proach[10] reduced it by considering the stacked planes
on intersecting the conic volumes. They mentioned the
applicability of parallel processing, but did not show
the methods to do it.

In this paper, we proposed the fast 3D reconstruc-
tion method which is suitable to use distributed com-
puters and discuss the performance of our prototype
system. Our 3D reconstruction method called VFM
is basically same as that proposed by [7][8], but our
method eliminates the existence of static objects and
achieves less computation.

We reconstruct the shape of the real space by
preparing one computer for each camera to execute im-
age processing, and other computers to calculate 3D
reconstruction. All the computers are connected with
100baseT Ethernet and 1556Mbps ATM LAN.

In our method, we decrease latency by dividing
a real 3D space into some subspaces and reconstruct-
ing the subspaces simultaneously at several distributed
computers and we improve throughput by dividing
video processing into some stages. We can also con-
trol throughput and latency by changing the process
arrangement in the system and satisfy the requirements
of the applications.

In the following sections, Section 2 describes how
to reconstruct 3D scene in this method, and in Section 3
we explain the prototype system named SCRAPER and
show experimental results. We conclude this paper in
Section 4.

2. 3D Reconstruction Method

The reconstruction algorithm has to be suitable for dis-
tributed computing. Therefore, the algorithm should



